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Abstract 

D3.2 reports on the activities performed during the second phase of the project in the context of 
WP3. During this period, there has been mainly three different activity tracks constituting WP3 
contribution to Live+Gov, namely: a) the enhancement of the platform for mobile augmented reality 
and the generation of the eGovernance augmented layers, b) the development of a mechanism for 
personalized content delivery, and c) the review of methods and tools for data aggregation and 
visualization, as well as the thorough presentation of the analytic tools that have been developed to 
facilitate the decision makers in making more informed decisions. All three activity tracks are 
presented in detail placing emphasis on the reasons that have motivated our work and the concrete 
outcomes of our developments. 
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Executive Summary 

D3.2 is organized in four main sections (Section 2-5) that are used to report on the activities 
that have taken place during the second phase of the project. These sections are 
complemented by an introductory section that provides an overview of the deliverable and a 
summary section that concludes with some important insights that we have gained during 
the Live+Gov experience.  

In what refers to the main sections, Section 2 reports on the improvements that we have 
ǇŜǊŦƻǊƳŜŘ ƛƴ ŀŘŘǊŜǎǎƛƴƎ ǘƘŜ ǇǊƻƧŜŎǘΩǎ ǊŜǾƛǎŜŘ ǊŜǉǳƛǊŜƳŜƴǘǎΣ ŀǎ ǿŜƭƭ ŀǎ ƻƴ ǘƘŜ ƳŀƧƻǊ 
developments that we have undertaken in order to automatically serve content across 
platforms and vendors. Section 3 describes the personalization mechanism that has been 
developed to deliver traffic-related information in a personalized manner. Section 4 reviews 
some of the most widely established methods and tools for data visualization, while Section 
5 provides a thorough analysis of the analytic tools that have been developed to facilitate 
the extraction of valuable insights for each of the Live+Gov use cases.   

Finally, D3.2 incorporates a number of Appendices that provide details about the technical 
investigations that we have undertaken to select the most appropriate libraries and services 
for implementing the analytic tools.  
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1. Introduction 

The goal of this document is to report on the activities that have been carried out in the 
context of WP3 during the second phase of the project. After the completion and evaluation 
of the first field trials, the goal of WP3 has been twofold. First, to revise, extend and optimize 
the platform for mobile augmented reality based on the evaluation results, the debugging 
reports and the revised requirements. Second, to design and implement the necessary tools 
for data aggregation, interlinking and visualization, and in this way facilitate the decision 
makers in better understanding the generated data and discovering useful insights.  

In this respect, Section 2 departs from the revised requirements and the necessary 
extensions that has been identified during the first phase evaluation and continues with the 
description of the technical modifications and optimizations that have been undertaken to 
address them. Moreover, Section 2 describes also the major developments that have taken 
place in the augmented reality platform so as to automatically serve AR content across 
platforms and vendors. These developments were motivated by the need to reach a wider 
audience and create more impact, which demanded for having the eGovernance 
aurmentation layers available in the highest possible number of devices. The FastAR module 
described in Section 2.4 was developed to address this demand. Finally, Section 2 concludes 
with the description of the eGovernance augmentation layers that were developed to 
facilitate the execution of Urban Planning and Mobility field trials.  

The next section of this deliverable (Section 3) is allocated in describing the algorithms and 
functionalities that have been developed to address the objective of personalized content 
delivery. Although our initial intention was to incorporate this mechanism as part of the 
mobile augmented reality platform, the feedback that we received during the first phase 
field trials prompt us to repurpose the use of personalization. More specifically, there was a 
great demand for more personalized services from the testers of the Mobility field trial. They 
practically mentioned that unless the traffic-related information comes in the appropriate 
place and time, there is little chance in helping the user to avoid traffic congestions. On the 
other hand, there was no significant demand for filtering the content presented through AR 
to avoid ǘƘŜ ǳǎŜǊΩǎ overwhelming with data. Motivated by the above, we have decided to 
ǊŜǇǳǊǇƻǎŜ ǘƘŜ ǇŜǊǎƻƴŀƭƛȊŀǘƛƻƴ ƳŜŎƘŀƴƛǎƳ ǎƻ ŀǎ ǘƻ ƭŜŀǊƴ ŀƴŘ ǳǘƛƭƛȊŜ ǘƘŜ ŎƛǘƛȊŜƴΩǎ ŎƻƳƳǳǘƛƴƎ 
habits instead of his content preferences. Section 3 describes the algorithms that have been 
developed to automatically learn the ŎƛǘƛȊŜƴΩǎ commuting profile, as well as the 
functionalities developed based on this profile to deliver traffic-related information in a 
personalized manner.   

The following two Sections (Section 4 and 5) deal with the second goal of this deliverable, 
which is the design and implementation of analytic tools for helping the decision makers in 
gaining valuable insights. More specifically, in Section 4 we go through some of the most 
widely established approaches for data visualization and we review the pros and cons for 
some of the existing libraries and services implementing these approaches. This review 
allowed us to adopt the libraries meeting both the fit-for-purpose as well as the technical 
requirements.   

On the other hand, Section 5 places more emphasis on the conceptual motivation for 
developing these tools, as well as the insights that are expected to arise through their use. 
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More specifically, after defining a methodological approach consisting of the target user, the 
intended insight, the internal and external data involved, the processing required and the 
employed visualization method, we analyze each field trial based on these aspects. Starting 
from the high-level objective (e.g. improve the transportation network) facilitated by the 
developed analytics tool, we go on and address each of the aforementioned aspects placing 
particular emphasis on the intended insights. In this way, we advocate the appropriateness 
of the developed tools to facilitate the city officials in making more informed decisions.   

Finally, Section 6 concludes this deliverable by summarizing the most important experiences 
that we have gained through Live+Gov, as well as by providing our current understanding for 
the potential of the employed technologies.  
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2. Mobile Augmented Reality for eGovernance 

2.1 Overview 

In this section we report on the AR-related advancements that have taken place since the 
delivery of the first augmented reality prototype described in deliverable D3.1 [1] of WP3. 
More specifically, our goal is to layout the revised requirements as derived from the results 
of the first field trial evaluation and explain how the implemented extensions and 
improvements succeed in addressing these requirements. While in most of the cases the 
newly desired functionalities required only small-to-medium effort for their implementation, 
the requirement for broad reach and higher impact required the implementation of major 
improvements as detailed in Section 2.4.  

The AR solution that has been developed in the context of Live+Gov, although relying on a 
widely established AR platform, it has been tailored to cover the particular requirements 
stemming from the domain of eGovernance. The basic requirement for the developed 
solution has been to present future urban plans in a realistic manner, so as to intrigue 
citizens to provide their opinion (e.g the preferred location, the architecture type, the eco-
friendliness, an estimate for the usage frequency, etc). In satisfying this requirement, AR has 
been used through two types, namely the location based AR that allows citizens to view the 
3D model of the plan in its actual position and the image based AR that allows citizens to 
scan a promo poster and see the future plan on the poster. The technology developed 
incorporates the latest versions of commercial AR tools for a professional quality level. 
However, the need to intrigue citizens has forced us to pay particular attention on the 
presentation of 3D models, their placement in the scene and, in general, the experience 
offered to the user. As a consequence, a number of additional functionalities (i.e. dealing 
ǿƛǘƘ ǘƘŜ ƻōƧŜŎǘΩǎ ƻǊƛŜƴǘŀǘƛƻƴΣ ǎŎŀƭŜ and sensitivity to abrupt location changes) were 
implemented to cover the identified requirements, which are not part of a standard AR 
solution. Moreover, the need to broaden our audience and reach a critical mass of citizens 
has been also the motivation to introduce some new developments outside the usual track 
of augmented reality solutions. All the above qualifies the Live+Gov solution as the 
appropriate technology to facilitate augmented reality in the domain of eGovernance.  

In the following, we start by summarizing the AR-related revised requirements that are 
drawn from the related descriptions of deliverable D5.3 [3], as well as the actions that have 
been undertaken to address them. Then, we describe in detail how the Live+Gov solution for 
AR has been extended to serve content across platforms and vendors. Finally, we present 
the eGovernance Augmentation Layers that have been developed to facilitate the execution 
of the 2nd field trials. 

2.2 Revised requirements and extensions compared to the first prototype 

During the first phase of the project the AR-related functionalities were tested in the context 
of the urban planning field trial that was conducted in the region of Gordexola, Spain. The 
field trial was conducted among a controlled group of testers that were asked to use the 
application in order to view three future plans and provide their feedback. The scenario 
involved the use of augmented reality for viewing the 3D models of future plans in their 
άŀŎǘǳŀƭέ ƭƻŎŀǘƛƻƴΣ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ ǳǎŜ ƻŦ ǘƘŜ ŀǇǇǎ ǉǳŜǎǘƛƻƴƴŀƛǊŜǎ ǘƻ ǇǊƻǾƛŘŜ ǘƘŜƛǊ ŦŜŜŘōŀŎƪΦ 
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Although the evaluation feedback in D5.3 was collected along the typical user evaluation 
dimensions (i.e. usability, reliability, learnability, utility, memorability, satisfaction and 
ŜŦŦƛŎƛŜƴŎȅύ ƛƴ ǘƘŜ ŦƻƭƭƻǿƛƴƎ ǿŜ ǘŀƪŜ ǘƘŜ ŘŜǾŜƭƻǇŜǊΩǎ ǇŜǊǎǇŜŎǘƛǾŜ ŀƴŘ ǇǊƛƳŀǊƛƭȅ ŦƻŎǳǎ ƻƴ ǘƘŜ 
AR-related requirements. Our intention in Table 2.1 is to provide a rough description of the 
changes that were deemed necessary for the second field trial. The detailed description of 
the evaluation results can be found in D5.3 [3]. 

Table 2.1: Changes that were deemed necessary for the second field trial 

Issues in the 1st field trial 

Stability 

 

Improve reliability in 
offered functionalities 

The testers experienced many crashes and un-expected 
behaviors in the promised functionalities. This was due to the 
loose integration between the AR-library and the base mobile 
application, as well as the existence of some problematic 
functional scenarios that were under-estimated. 

User Interface 

 

Improve Layout and make 
labels and tags more self-
explanatory 

The menus and workflows were not sufficiently self-
explanatory so as to allow users to easily navigate through the 
offered information and functionalities. Moreover, there was 
an additional requirement for bi-language support including 
both Spanish and the Basque language.  

Feedback information 

 

Offer meaningful user 
notifications 

The limited number of messages provided by the app was not 
sufficient for explaining to the user the cause of crashes or un-
expected behaviors.  

Localization 

 

Improve user location-
based detection 

In a non-trivial number of cases the presentation of 3D models 
through the augmented reality view failed to offer the 
intended experience. This was due to the insufficient accuracy 
ƻƴ ǘƘŜ ǳǎŜǊΩǎ ƭƻŎŀƭƛȊŀǘƛƻƴ ǘƘŀǘ ǊŜǎǳƭǘŜŘ ƛƴ ǘƘŜ ƳƛǎǇƭŀŎŜƳŜƴǘ ƻŦ 
the objects  

Image recognition 

 

Improve recognition in 
image based triggering of 
AR content 

The non-robust recognition of marker images caused the 3D 
models to frequently disappear, or tremble. 

Context awareness The field trial owners decided that it would be very valuable 
for them to obtain the context of each submitted vote (i.e. the 
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Capture and submit 
additional information 
about thŜ ŎƛǘƛȊŜƴΩǎ ŎƻƴǘŜȄǘ  

location where the vote was casted)  

Bandwidth 

 

Improve bandwidth usage  

Due to the increased size (in MBs) characterizing some of the 
utilized 3D models, their downloading (especially in bad 
network conditions) caused the app to either crash or become 
un-responsive. 

Battery consumption 

 

Being a resource-intensive functionality there were many 
cases where the continuous use of the AR view drained the 
ŜƴǘƛǊŜ ǇƘƻƴŜΩǎ ōŀǘǘŜǊȅΦ  

All aforementioned requirements were taken as input for engineering the final prototype of 
the AR-component. Section 2.3 describes in detail the actions that have been implemented 
to address these requirements.  

IƻǿŜǾŜǊΣ ŀǇŀǊǘ ŦǊƻƳ ǘƘŜ ŀŦƻǊŜƳŜƴǘƛƻƴŜŘ ǘŀōƭŜ ŘŜŀƭƛƴƎ ǿƛǘƘ ǘƘŜ ƛƳǇǊƻǾŜƳŜƴǘ ƻŦ ǘƘŜ ǳǎŜǊΩǎ 
experience, the execution of the field trial revealed also the need for higher citizenǎΩ 
engagement. More specifically, there was a vital requirement to maximize the potential of 
reaching more citizens and achieve a broader reach. The fact that, during the first trial, the 
application was available only for Android devices limited the number of users that could 
participate in the trial. Moreover, the fact that the future plans of Gordexola were only 
accessible through the custom mobile app developed by Live+Gov raised a considerable 
barrier for the citizens. This refers to the citizens that, although frequent users of mobile 
augmented reality (e.g. through the widespread mobile browsers for augmented reality like 
Junaio, Layar and WikitudeύΣ ŘƛŘƴΩǘ ƘŀǾŜ ǘƘŜ ŎƘŀƴŎŜ ǘƻ ƘŜŀǊ ŀōƻǳǘ ŀƴŘ ŘƻǿƴƭƻŀŘ ǘƘŜ ŎǳǎǘƻƳ 
mobile app developed by Live+Gov. As a consequence, the final prototype of the Live+Gov 
AR component was extended not only to serve content across platform and vendors but also 
to semi-automate the process of creating AR-views from standard web-sites (see Section 
2.4). 

2.3 Improving the augmented reality experience 

During the second development cycle the integration of the AR library with the base mobile 
application become much tighter, which resulted in solving a large number of 
implementation bugs. As a consequence, the AR functionality offered through the mobile 
app developed for Urban Planning became much more reliable and robust. The robustness 
of the functionality was further supported by the execution of three testing cycles prior to 
the beginning of the field trial. The results of this testing procedure as well as the re-actions 
that were undertaken to tackle the identified problems are described in D4.3 [6]. In the 
following, we briefly outline some of the modifications that have been undertaken to 
improve the augmented reality experience.  
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Improved layout design: The design of the app, and as a consequence of the AR 
functionality, was significantly improved allowing the user to more easily understand the 
cause of the presented urban plans and the expected feedback. The button labels were 
renamed to more accurately communicate the intended message and the interface of both 
markers and billboards was significantly improved. Moreover, the functional workflows and 
labels prompting the user for action were made consistent across both Android and iPhone. 
Finally, with respect to the language, we have decided to determine the menu language 
based on the language determined by the user in the phone settings. On the other hand, the 
questionnaires were selected to be bi-lingual so as to comply with the standard practices in 
the Basque country. 

Rich set of messages and notifications: A large number of messages have been included in 
the app with the aim, on the one hand, to warn the user about the potential non-optimal 
experience due to weak sensor signals (e.g. low accuracy in positioning, absence of mobile 
data network or WiFi) and, on the other hand, to instruct him on how to make the situation 
better (e.g. perform calibration on his compass, turn-on GPS and 3G for better accuracy in 
positioning).  

Improved AR experience of 3D models based on location: One of the most important 
shortcomings of AR usage during the first trial was the rather poor experience of the user in 
watching the 3D models of the urban plans jumping from one place to another. This was 
Ƴŀƛƴƭȅ ŘǳŜ ǘƻ ǘƘŜ ƛƴŀōƛƭƛǘȅ ƻŦ ǘƘŜ ǇƘƻƴŜΩǎ ƭƻŎŀǘƛƻƴǎ ǎŜǊǾƛŎŜ όƛΦŜΦ ǎŜǊǾƛŎŜ ǘƘŀǘ ŘŜǘŜŎǘǎ ǘƘŜ 
ǳǎŜǊΩǎ Ǉƻǎƛǘƛƻƴ ƳŀƪƛƴƎ ŎƻƳōƛƴŜŘ ǳǎŜ ƻŦ Dt{Σ оD ŀƴŘ ς if available ς WiFi) to specify the 
ǳǎŜǊΩǎ Ǉƻǎƛǘƛƻƴ ǿƛǘƘ ǾŜǊȅ ƘƛƎƘ ŀŎŎǳǊŀŎȅΦ Lƴ ƻǳǊ ǎŎŜƴŀǊƛƻ ǿƘŜǊŜ ǘƘŜ ǳǎŜǊ ƛǎ ǎǘŀƴŘƛƴƎ ǾŜǊȅ ŎƭƻǎŜ 
to the о5 ƳƻŘŜƭ ƻŦ ŀƴ ǳǊōŀƴ ǇƭŀƴΣ ǘƘŜ ƭƻŎŀǘƛƻƴ ǎŜǊǾƛŎŜ ŎƻƴǘƛƴǳŜǎ ǘƻ ǳǇŘŀǘŜ ǘƘŜ ǳǎŜǊΩǎ 
location even if he is standing still, resulting in a poor user experience. In order to cope with 
this issue the improved version of the AR library incorporates a mechanism to stop the 
location updates, ŀŦǘŜǊ ǘƘŜ ǳǎŜǊΩǎ ƭƻŎŀǘƛƻƴ ŀŎŎǳǊŀŎȅ ǎǘƻǇǎ ƛƳǇǊƻǾƛƴƎΦ ²Ŝ ŘŜŎƛŘŜŘ ƴƻǘ ǘƻ Ƨǳǎǘ 
lock the location on the first update because there might be the case when the GPS is still 
searching for a good signal, resulting in a very inaccurate location. By stopping the location 
updates, the 3D models demonstrating the future plans are displayed smoothly eliminating 
ǘƘŜ άƧǳƳǇƛƴƎέ ŜŦŦŜŎǘΣ ōǳǘ ǊŀƛǎŜǎ ǘƘŜ ƛǎǎǳŜ ǘƘŀǘ ƛŦ ǘƘŜ ǳǎŜǊ ƛǎ ƳƻǾƛƴƎΣ ǘƘŜ ƭƻŎŀǘƛƻƴ ǿƛƭƭ ƴƻǘ ōŜ 
accurate anymore. To solve this issue the location updates need to be restarted when the 
user is moving. In order to do this, we have decided to let the user reset the location himself 
by shaking the device. When a shake gesture is detected the device is unlocked and the 
position of the 3D models is refreshed.  

Improve AR experience of 3D models based on visual recognition: Another shortcoming of 
the AR functionality that resulted in poor user experience was the sub-optimal performance 
of the image markers in acting as the visual recognition triggers of the 3D urban plans. The 
quality of experience was further reduced by the fact that there was no provision in the first 
prototype in dynamically specifying the scale and orientation of the displayed 3D models. As 
a consequence, in some cases, the models appeared oversized and heading to the wrong 
direction. During the second development cycle the AR server1 was extended to also 
ƛƴŎƻǊǇƻǊŀǘŜ ǘƘŜ ŘȅƴŀƳƛŎ ŎƻƴŦƛƎǳǊŀǘƛƻƴ ƻŦ ǘƘŜ ƳƻŘŜƭΩǎ ǎƛȊŜ ŀƴŘ ƻǊƛŜƴǘŀǘƛƻƴΣ ŀƭƭƻǿƛƴƎ ǘƘŜ 

                                                      
1
 http://augreal.mklab.iti.gr/  
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administrator of the AR platform to have full control over the appearance of the 3D model. 
The orientation around the z-axis and the distance of the object from the image capturing 
device could be set up from the web portal with a graphic user interface (see Figure 2.1). 
Furthermore, the Metaio API was configured so as to recognize faster the printed patterns 
and prohibit (as much as possible) any trembling effects of the 3D models.  

Before New parameters for orientation and scale After 

   

Figure 2.1: Enhanced configuration environments for setting the orientation around the z-
axis and determining the distance of the object from the image capturing device   

In both the location-based and visual-based triggering of the 3D models, we also had to 
ŜƳǇƭƻȅ ŀ ǎŜǘ ƻŦ ǊŜŦƛƴŜƳŜƴǘǎ ŘŜŀƭƛƴƎ ǿƛǘƘ ǘƘŜ ƳƻŘŜƭǎΩ ŎƻƭƻǳǊ ŀƴŘ ōǊƛƎƘǘƴŜǎǎ ǎƻ ŀǎ ǘƻ ŜƴǎǳǊŜ 
ǘƘŜ ōŜǎǘ ǳǎŜǊΩǎ ŜȄǇŜǊƛŜƴŎŜΦ   

Context awareness: The functionality of the app was redesigned so as to ŎƻƭƭŜŎǘ ǘƘŜ ǳǎŜǊΩǎ 
location information along with his/her answers, when submitting a questionnaire. In this 
way, each vote is also characterized with a GPS coordinate indicating the location where it 
was casted. 

Battery-consumption optimization: The prolonged use of the AR view resulted in heating-up 
the phone and rapidly consuming its battery, since AR is a resource-intensive functionality. 
As a consequence, the testers of the first field trial were frequently confronted with the 
situation of having their battery drained even without making extensive use of the 
application. This situation was not merely a result of the resource-intensive nature of the AR 
functionality, but was also caused by the fact that the AR thread remained open in the 
background even when the user was browsing the map or the list view. Although this 
strategy achieved very low response times when switching to the AR view, it was far from 
optimal from the perspective of battery consumption. The strategy adopted for coping with 
this problem was to pause the AR thread when the AR view was inactive. In this way, we 
were able to significantly reduce the level of battery consumption when the app was not 
showing the AR view. Moreover, we have implemented an additional check mechanism that 
was configured to prompt the user to switch from the AR view, when the temperature of the 
ǇƘƻƴŜΩǎ ōŀǘǘŜǊȅ ŜȄŎŜŜŘǎ нр /Ŝƭǎƛǳǎ ŘŜƎǊŜŜǎΦ  

Bandwidth usage optimization: The increased size of the 3D models demonstrating the 
urban plans required the app to download a significant amount of content before becoming 
operational. This size was more or less proportional to the quality of the 3D models. So, 
there was a trade-off between the quality of experience and the usability of the app. In 
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order to improve the situation we have decided, first, to further compress the quality of the 
3D models so as to reduce the size of the downloaded content and, second, to make 
extensive use of caching and client-server synchronization mechanisms ensuring that almost 
90% of the necessary content is downloaded only in the first execution of the app. 

2.4 Serving AR content automatically across platforms and vendors 

As already mentioned one of the most important requirements that came out of the first 
field trial was the need for maximizing the potential of reaching more citizens and achieving 
a broader reach. Motivated by this requirement we have decided to extent the Live+Gov 
solution for mobile augmented reality along the following axes: 

a) Next to the Android version that was used during the first field trial we have decided to 
make the app available also for iPhone users as a native application (see Figure 2.2). 

 

 
 

 

Figure 2.2: Screenshots of the iPhone app that was implemented for the purposes of the 
Urban Planning field trial 

b) Apart from the customized mobile app that was developed within the project for the 
purposes of the urban planning field trial, we have extended our AR server so as to serve 
the exact same urban plans though three of the most widely established browsers for 
mobile augmented reality, namely Junaio, Layar, and Wikitude. All three browsers are 
available for both Android and iOS systems and are already enjoying significant 
popularity among mobile users. However, as each of the aforementioned browsers allow 
only for specific features through its respective API, the functionalities per browser 
differ. These supported features are outlined in Table 2.2. 

Table 2.2: Live+Gov functionalities exported to widely established mobile browsers 

 Location based AR Image based AR 

Junaio (http://www.junaio.com/) Yes Yes 

Layar (https://www.layar.com/) Yes No 

Wikitude (http://www.wikitude.com/) Yes No 
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Some indicative screenshots from the urban planning channel visualized through the 
Junaio browser are shown in Figure 2.3. 
 
 

  
 
The Gordexola urban planning channel as visualized by 
the Junaio mobile augmented reality browser. 

 

 
By tapping on an urban plan 
the user sees more details and 
he is prompted to download 
the official app. 

Figure 2.3: The urban plans of Gordexola visualized through the Junaio mobile browser 

 
c) ¢ƻ ŦŀŎƛƭƛǘŀǘŜ ǘƘŜ ǎƳƻƻǘƘ ƛƴǘŜƎǊŀǘƛƻƴ ƻŦ ǘƘŜ !w {ŜǊǾŜǊΩǎ ǿŜō ŎƻƴŦƛƎǳǊŀǘƛƻƴ ǘƻƻƭ ƛƴǘƻ ǘƘŜ 

already existing portal of a municipality, we have decided to re-package this tool as a 
Joomla directory that could be very easily installed and become operational even by a 
non-expert. In other words, if the portal of the municipality is already based on the 
WƻƻƳƭŀ /a{ ǎȅǎǘŜƳΣ ǘƘŜ ŀŘƳƛƴƛǎǘǊŀǘƻǊ ƻŦ ǘƘŜ ǇƻǊǘŀƭ Ŏŀƴ ƛƴǎǘŀƭƭ ǘƘŜ ά¦Ǌōŀƴ tƭŀƴƴƛƴƎ !w 
directoryέ ǿƛǘƘ Ƨǳǎǘ ŀ ŦŜǿ ŎƭƛŎƪǎ ŀƴŘ ƻōǘŀƛƴ ǘƘŜ Ŧǳƭƭ ŦǳƴŎǘƛƻƴŀƭƛǘȅ ƻŦ ǘƘŜ !w server (in 
terms of generating the urban plans and serving them in AR channels). 

d) Finally, next to these project-specific actions that were primarily oriented towards 
increasing the audience of the urban planning field trial, we have also decided to 
complement the AR Live+Gov solution with an automatic tool that could help ordinary 
users to turn their web-site into a fully functional augmented reality channel.  

In the remaining of this section we present in detail the implementations that have been 
undertaken to facilitate the third and fourth bullet.  

2.4.1 Motivation 

Given that the vast majority of municipalities have already a Content Management System 
(CMS) that hosts their portal and services, there is a great potential to benefit from the strict 
structure imposed by those systems and automate the process of generating augmented 
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reality channels/layers. Indeed, one of the most popular CMSs is Joomla2. It offers a back-
end graphic user interface that allows to easily configure a web-portal and also to install new 
functionalities with a single click. The basic information unit in Joomla is an Article where 
someone can write his/her content with an HTML editor. However, the Article is a rather 
abstract structure that is not sufficient for serving concrete applications. To treat this 
problem, several Joomla directories have become available for allowing the programmers to 
make their own database Entry with custom fields. These components can be easily 
incorporated within a Joomla installation and offer a certain type of functionality. One of the 
most popular components for Joomla that allows for new customizable fields is Sobipro3.  

Sobipro offers a range of tools and wizards for simplifying the creation of a promotional 
website but at the same time it imposes a rather strict structure on how the data are 
organized in the database tables. There are several directories for Sobipro that can be 
installed for creating the desired database scheme. For instance, {ƻōƛǇǊƻ Ƙŀǎ ǘƘŜ ά.ǳǎƛƴŜǎǎ 
5ƛǊŜŎǘƻǊȅέ ǇǊŜƛƴǎǘŀƭƭŜŘ ǘƘŀǘ Ŏƻƴǘŀƛƴǎ ŀ ŘŀǘŀōŀǎŜ ǎŎƘŜƳŜ ŦƻǊ ǎǘƻǊƛƴƎ ŎƻƳǇŀƴƛŜǎ, as well as 
the style files for presenting them as a web page. There are several other templates such as 
ǘƘŜ άwŜǎǘŀǳǊŀƴǘ 5ƛǊŜŎǘƻǊȅέΣ the άwŜŀƭ-ŜǎǘŀǘŜ 5ƛǊŜŎǘƻǊȅέ, etc. Following the same rationale we 
have decided to ŎǊŜŀǘŜ ǘƘŜ ά¦Ǌōŀƴ tƭŀƴƴƛƴƎ !w 5ƛǊŜŎǘƻǊȅέΦ .ȅ ƛƴǎǘŀƭƭƛƴƎ ǘƘis template, the 
fields that are necessary for hosting the urban plans are automatically created in the 
underlying database.  

In addition, having ensured a rather strict structure on the underlying content, we were able 
to proceed with the implementation of FastAR4, which has been implemented as a Joomla 
component that is freely available as open source for Joomla 2.5 or later, under the Affero 
GPL license. In principal, the goal of FastAR has been to exploit the consistency of the 
underlying data structure in order to automate the process of turning an ordinary website 
hosted by Joomla-SobiPro, into an augmented reality experience viewed through mobile AR 
browsers. The logical connection between Joomla, Sobipro, the Urban Planning AR Directory 
and FastAR is depicted in Figure 2.4. 

                                                      
2
 http://www.joomla.org/ 

3
 http://extensions.joomla.org/extensions/directory-a-documentation/directory/16649 

4
 http://arexporter.mklab.iti.gr 
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Figure 2.4: Connection between Joomla, SobiPro, ά¦Ǌōŀƴ tƭŀƴƴƛƴƎ AR directoryέ ŀƴŘ Cŀǎǘ!wΦ 

2.4.2 Existing solutions for creating and publishing AR content 

In order to render content as part of an augmented reality world there are two principle 
choices that have to be made, namely how to publish the AR content and how to translate 
your data in an AR-compatible format. In D3.1 [1] we have reviewed the existing options 
with respect to their pros and cons. In the following, we briefly summarize the investigated 
options and motivate the choices adopted for the implementation of FastAR. In detail, there 
are four options for publishing AR content, namely: a) using a commercial SDK to build a 
custom AR browser, b) through free AR browsers provided by certain companies, c) using 
open source toolkits to make a custom AR browser, and finally d) using an HTML5 based AR 
browser for exploiting the web browser capabilities.  

Case (c) was adopted at the early stages of the project but it was abandoned due to the low 
quality of the result and the excessive amount of required effort. Case (d) was rejected 
because it leads to a solution with low rendering capabilities for 3D content and it also 
requires great programming effort. Case (a), on the other hand, resulted in a professional 
application but its drawback was that it required a significant amount of effort for 
implementing the mobile application for both Android and iPhone operating systems. Thus, 
case (b) was adopted in our implementation by making FastAR to comply with the Junaio, 
Layar and Wikitude APIs. In other words, upon its successful installation FastAR will be able 
to serve the website content through the AR browsers of all three aforementioned 
platforms. 

The next step relates to the approach used for creating AR-compatible content. In the typical 
case, one can rely on the tool that is offered by each vendor so as to generate content 
compatible with its AR browser. Indeed, the majority of the existing platforms provide a 
desktop or a web based CMS usually named as άStudioέ or άCreatorέ for creating AR-
compatible content. Apart from the AR vendors, third party solutions also exist. In Table 2.3, 
the existing third-party CMSs for AR are outlined. BuildAR is a CMS partnered with Metaio 
for generating content compatible with the Junaio browser. Visar is a CMS for generating 
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content that is compatible with Layar. Similar is the functionality of Dimple, Hippon, 
Aurasma, Catchhoom, Zapcode, Poistr and Poiz that are CMSs developed to simplify the 
process of generating AR content and allow non-expert users to generate their own 
augmentation views.  

Table 2.3: AR Content Management Systems Review 

Name License Modes Platform Content Comments Webpage 

BuildAR Commercial LBS Junaio Image,Video,3D No 3D canvas buildar.com 

Dimple Commercial LBS, IBS Layar Image, Sound, 
Video 

No 3D support dimplecms.com 

Feedgeorge Open LBS, IBS Layar Image No 3D support, 
Wordpress plugin 

wordpress.feed
george.com 

Hippo Commercial LBS Layar Image, Sound, 
Video 

No 3D support onehippo.com 

Hoppala Commercial LBS Junaio, 
Layar, 
Wikitude 

Image, Sound, 
Video, 3D 

No 3D canvas hoppala-
agency.com 

Visar Commercial LBS, IBS Layar Image, Sound, 
Video, 3D 

- Visar.biz 

Poistr Commercial LBS Layar, 
Junaio 

Image Import from kml, 
free for less than 30 
Pois 

poistr.com 

Poiz Commercial LBS, IBS Layar Image - poiz.biz 

ConnectAR Commercial LBS, IBS Junaio Image, 3D Joomla, Wordpress, 
Typo3 components 

connectar.com 

Nevertheless, despite the existence of all these tools, it is only recently where the need to 
generate AR content in large scale has motivated the development of tools for automating 
this process. Feedgeorge is an AR plugin for Wordpress that supports location and image 
based AR through Layar. One can install the Feedgeorge AR plugin in his/her Wordpress CMS 
and then an AR tab appears for each post in the back-end. In the AR tab one can select the 
AR resources such as the geographic coordinates of the post or the image for triggering the 
post through vision recognition. However, the drawback of Feedgeorge is that the data unit 
information is non-modifiable, i.e. a post witch custom HTML code. On the same principle, 
ConnectAR is a commercial plugin for several CMSs to export data into Layar and Junaio 
browsers. It supports Typo3, Joomla, and Wordpress for exporting a page, an article, or a 
post, accordingly. It additionally supports 3D models with several options for rotation and 
scaling, as well as previewing in a 3D canvas. ConnectAR suffers also from the problem of 
non-customizable data units, which is a feature necessary for making new field types.  

Motivated by the same trend (i.e. generate AR content in large scale) we decided to proceed 
with the following developments: 

a) Re-ǇŀŎƪŀƎŜ ǘƘŜ !w {ŜǊǾŜǊ ƛƴŦǊŀǎǘǊǳŎǘǳǊŜ ŀƴŘ ǿŜō ŎƻƴŦƛƎǳǊŀǘƛƻƴ ŀǎ ŀƴ ά¦Ǌōŀƴ 
tƭŀƴƴƛƴƎ !w ŘƛǊŜŎǘƻǊȅέ ǘƘŀǘ ŎƻǳƭŘ ōŜ Ŝŀǎƛƭȅ ƛƴǎǘŀƭƭŜŘ ƛƴ ŀƴ ŀƭǊŜŀŘȅ ŜȄƛǎǘƛƴƎ ƛƴǎǘŀƭƭŀǘƛƻƴ 
of Joomla-SobiPro and offer the full AR functionality developed in Live+Gov with just 
a few clicks 

b) Develop FastAR as a complementary tool that can automatically transform already 
existing web-sites (that have been developed based on Joomla-SobiPro) into AR 
channels displayed through the mobile browsers of the three major AR platforms 
(i.e. Metaio, Layar, Wikitude). 
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2.4.3 Urban Planning AR directory  

The Urban Planning AR directory was designed to incorporate the full range of functionalities 
offered by the Live+Gov AR server (see D3.1 [1]), while taking advantage of the already 
existing interfaces and functionalities offered by SobiPro. The directory can be exported to a 
zip file and be installed in other Sobipro based sites. In Figure 2.5, the fields included in the 
directory for hosting the urban plans are displayed. It is evident that the information 
incorporated in this directory (i.e. name, description, image, map with GPS coordinates, etc) 
incorporates all the information necessary for generating AR entities.  

 

 

Figure 2.5: List of field types included in the Urban Planning Template 

Furthermore, the administrator can add new fields with the GUI of Sobipro for cases that 
require additional data. In Figure 2.6, the form to document an urban plan is displayed. 
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Sobipro provides a standardized GUI based form that is widely known by Joomla users. In 
this manner, the time required for training at the Urban Planning AR directory is minimized.  

Finally, apart from the front-end related functionalities the Urban Plan AR directory 
incorporates all necessary mechanism for serving the generated content in the appropriate 
format, so as to be accessible from the major AR platforms (i.e. Metaio, Layar, Wikitude). 

 

Figure 2.6: The form to fill for a new urban plan. 

2.4.4 FastAR on Sobipro 

As already mentioned, the goal of FastAR is to automate the process of turning an ordinary 
(and already existing) website hosted by Joomla-SobiPro, into an augmented reality 
experience viewed through mobile AR browsers. However, developing a software module 
that could automatically export the content of a website into an AR-compatible format was 
far from trivial. This is due to the wide variety of programming skills needed for web, mobile 
and database development, as well as the experience required in using the Application 
Programming Interfaces (APIs) offered by the existing AR browsers. In developing FastAR we 
have faced a number of technical challenges. First, we had to deal with the fragmentation of 
the existing technologies and standards in both creating and publishing AR content. Next, we 
had to analyze the functional scheme of use for Joomla and SobiPro, so as to derive the core 
part of the database that remains unaltered independently of the website's nature. Finally, 
we had to make the necessary adaptations so as for the AR view to be fully integrated and 
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interconnected with the web view. In the following we discuss the solutions that have been 
adopted to address these challenges.  

2.4.4.1 Architecture 

The adopted architecture is outlined in Figure 2.7. Joomla CMS serves as a host for Sobipro 
and FastAR components. This structure is the critical feature exploited by FastAR so as to 
automate the process of generating AR content. More specifically, FastAR is also 
implemented as a Joomla component that is capable of undertaking the following two tasks. 
First, guided by the strict database structure imposed by Sobipro, FastAR is able to read the 
database entries and generate the AR entities. These AR entities are necessary for 
synthesizing the AR channel/layer. Second, FastAR interconnects with the servers of the 
supported AR vendors (i.e. Metaio, Layar and Wikitude) that are responsible for sending the 
data streams to the corresponding AR mobile browsers. In this way, the database entries 
that were originally created by the content owner of the website are automatically 
transformed into AR entities that are now visible over an AR view and through AR browsers 
that are already installed in millions of mobiles devices. 

 

Figure 2.7: The adopted architecture for exporting Sobipro content to AR browsers 

In implementing the aforementioned architecture there are two major technical challenges 
that need to be addressed. The first relates to the generation of fully functional AR entities 
out of the database entries that have been originally created to support an Internet website. 
The second has to do with structuring and exporting these AR entities to the appropriate 
format so as to be compatible with the standards supported by each vendor. 

2.4.4.2 Joomla standards for supporting the generation of AR content 

Joomla stores html pages in a MySQL database to present them in the web portal, also called 
as front-end. Joomla is based on the model-view-controller (MVC) scheme. Briefly, the 
model defines the database schema, the controller defines the actions and view defines the 
presentation format. However, storing html pages in the database is not an efficient way of 
saving content when the html pages present the same kind of content, e.g. companies or 
urban plans. It is typical for content modules like Sobipro to inherit the MCV scheme and 
make it more specific, so as to simplify the process of generating the necessary html pages. 
Sobipro stores only the fields that describe the content, e.g. the title, the description, the 
image but not the whole html page. As a result, it is necessary for a website that has been 
developed using Sobipro to incorporate the same minimum amount of information for each 
of unit (e.g. a product, a company, an urban plan, etc). More specifically, the type of 
information for each unit consists of title and description. The user can set other fields to be 
mandatory such as telephone, website, image or add new fields such as longitude and 
latitude.  
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On the other hand, mobile AR works by overlaying two layers. The bottom layer is the actual 
world layer which is visible through the device camera. The upper layer consists of the AR 
entities that are computer graphics such as text, images, 2D drawings, and 3D models in a 
virtual reality (VR) world. Another essential element of mobile AR is the triggering 
mechanisms that determine the conditions that must be met in order for an AR entity to 
appear. The most typical triggering mechanisms are based on location and the proximity 
between the location of the mobile user and the AR entity (i.e. usually mentioned as 
location-based channels). Thus, the minimum amount of information that is necessary for 
building a fully functional AR entity is: title, description, longitude, latitude, and logo image. 

It is evident from above that the minimum amount of information per unit, enforced by 
SobiPro, is sufficient for creating the AR entities that are necessary to support an AR view. As 
a consequence, FastAR has been designed to automatically retrieve the necessary 
information from the database of SobiPro and create the AR entities. These AR entities are 
subsequently organized into the appropriate structures using a set of controllers, as 
described in the following section. 

2.4.4.3 AR standards across vendors 

This section provides details about the standards used by each vendor to stream the AR 
content. It also describes how the proposed design copes with the variety of protocols. AR 
browsers work by placing a web view on top of a 3D graphics view, and both of them on top 
of a camera view. In this manner, the interface is loaded in the web view, the 3D graphics 
view renders the 3D models, and the camera view captures the real world. The necessary 
resources are provided using html, javascript, and css languages.  Text or multimedia data 
are provided by html; javascript is used to define the human interface actions; and css sets 
the color style of the web view. 

The Junaio browser is authored by Metaio Company. The standard used by Metaio is the AR 
Experience Language (AREL), which is comprised of: a) XML that contains the urls of the 
resources; b) javascript indicating the scenario of the graphic user interface; and c) css for 
formatting the style of the interface. Javascript and css are loaded in a web view in a similar 
way that it is loaded by web browsers, with the difference that the web view has transparent 
background to allow the camera preview surface to be visible. Layar uses javascript object 
notification (json) format for sending data. The json file contains both the resources (text, 
location coordinates, image links, etc.) as well as the actions allowed by the user during the 
immersion (e.g. onClick). The user actions allowed are calls to other applications, namely 
telephone, sms, e-mail, url, another layer, or share via social networks (through URIs). The 
user interface is stylized in the channel registration portal. Wikitude supports three 
communication languages: a) the KML (Google Earth) that should be used for a simple 
location based channel; b) the ARML (OpenARML.org) which is an advanced version of KML 
that can be used for a location based channel with a custom user interface; and c) ARchitect 
which is the main language for allowing all features needed for either location or image 
based channels. ARchitect is formed by HTML, javascript, and CSS in a way similar to the 
Metaio's AREL language. 

In dealing with the variability of the existing AR standards we have decided to adopt an open 
architecture for our AR Exporter. More specifically, although we have defined a common 
structure for keeping the data that are extracted from the SobiPro database, the 
transformation of these data into the appropriate AR language is being performed through 
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vendor-specific controllers. Thus, our current implementation incorporates three controllers 
that export the content in three different formats, namely XML for Metaio, JSON for Layar 
and HTML for Wikitude. In a similar fashion, a new controller can be implemented to provide 
support for an additional vendor. FastAR automatically generates the API Endpoints, i.e. the 
URLs of the aforementioned controllers so as to be used for registration in the portal (server) 
of the corresponding AR vendor. Finally, apart from the content, the controllers are also 
responsible for handling several additional parameters that are received from the mobile AR 
browser. Such parameters are the longitude-latitude of the device, the radius in meters 
around the device of the entries to download, the maximum number of entries, and the 
keywords for searching for an AR entity. 

2.4.4.4 Integration of FastAR with the main application 

FastAR should be installed into the Joomla framework in order to offer the Augmented 
Reality functionality. FastAR automatically scans the Joomla framework database in order to 
find details about the Sobipro sections available. Then, for each Sobipro section an 
Augmented Reality Exporter entry is created in a central panel (see Figure 2.8). In the central 
panel it is possible to select one AR exporter and edit it. It consists of four tabs. The first tab 
ƴŀƳŜŘ ŀǎ ά5ŀǘŀ ǎƻǳǊŎŜέ Ŏƻƴǘŀƛƴǎ ǘƘŜ ŘŜǘŀƛƭǎ ƻŦ ǘƘŜ {ƻōƛǇǊƻ ǎŜŎǘƛƻƴ ŦƻǊƳ ǿƘƛŎƘ ǘƘŜ Řŀǘŀ ƛǎ 
extracted. The seconŘ ǘŀō ƴŀƳŜŘ ŀǎ ά5ŀǘŀ ƻǳǘǇǳǘέ Ŝƴƭƛǎǘǎ ǘƘŜ !w ŎƻƴǘǊƻƭƭŜǊǎΣ ƛΦŜΦ ǘƘŜ ǳǊƭǎ ƻŦ 
the API Endpoints for each AR Vendor. These are the urls that should be registered in the 
registry channel of the AR vendor, so as to become available through the corresponding 
browsŜǊǎΦ ¢ƘŜ ǘƘƛǊŘ ǘŀō ƴŀƳŜŘ ŀǎ ά5ŀǘŀ ŦƛŜƭŘ ǎǘǊǳŎǘǳǊŜέ Ŝƴƭƛǎǘǎ ǘƘŜ ŀƭƛŀǎ ƻŦ ŜŀŎƘ {ƻōƛǇǊƻ ŦƛŜƭŘ 
ǘƘŀǘ ǎƘƻǳƭŘ ōŜ ŜȄǇƻǊǘŜŘ ŀǎ !w ŎƻƴǘŜƴǘΦ ¢ƻ ōŜ ƳƻǊŜ ǎǇŜŎƛŦƛŎΣ ǘƘŜ ά¢ƛǘƭŜ !w ŦƛŜƭŘέ ƛǎ ǘƘŜ ǘŜȄǘ 
ǘƘŀǘ ǎƘƻǳƭŘ ōŜ ǳǎŜŘ ƻƴ ŀƴ !w ōƛƭƭōƻŀǊŘΣ ǘƘŜ άLŎƻƴ !w ŦƛŜƭŘέ ƛǎ ǘƘŜ ƛŎƻƴ in the billboard and 
ǘƘŜ ά5ŜǎŎǊƛǇǘƛƻƴ !w ŦƛŜƭŘέ ƛǎ ǘƘŜ ŘŜǎŎǊƛǇǘƛƻƴ ǘƻ ōŜ ǎƘƻǿƴ when the user taps on a billboard. 
{ƛƳƛƭŀǊƭȅΣ ǘƘŜ ά²Ŝōƭƛƴƪ !w ŦƛŜƭŘέ ƛǎ ǘƘŜ ǳǊƭ ǘƘŀǘ ǎƘƻǳƭŘ be accessed when the user presses the 
ōǳǘǘƻƴ ά/ƻƴǘƛƴǳŜ ƛƴ ǿŜō ǇŀƎŜέ. This is also the place where the user gets more details about 
the AR Entity in a web browser. The longitude and the latitude information are strictly 
extracted with two options, namely: (a) From plain Sobipro text fields with alias 
'field_latitude' and 'field_longitude', or (b) If "geomap" field extension is installed in Sobipro, 
from a map field with alias 'field_map'. 

After entering the necessary information in the FastAR central panel, the next step is to 
register the API Endpoint URL at each AR Vendor. The registration details depend on each 
vendor and the user should visit Junaio5, Layar6, and Wikitude7 channel registration sites for 
more details. Figure 2.9 refers to the Junaio case and demonstrates the place in the 
corresponding web page where the API endpoint url should be inserted. 

                                                      
5
 http://dev.junaio.com/ 

6
 https://www.layar.com/my-layers/ 

7
 http://www.wikitude.com/developer/tools/publish-in-wikitude 

http://dev.junaio.com/
https://www.layar.com/my-layers/
http://www.wikitude.com/developer/tools/publish-in-wikitude
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Figure 2.8: Central panel of FastAR (see 
http://arexporter.mklab.iti.gr/index.php/installation  for more information) 

 

 

Figure 2.9: Registration of the API Endpoint url in the Junaio Developer panel. 

Third, after the successful registration of the API endpoint url to the AR Vendors, the Sobipro 
data is available as a channel in each AR browser. One should open the browser and select 
the registered channel by text search or by scanning the QR code given from the AR Vendor. 
After successfully opening the channel, an AR environment is shown as in Figure 2.10. Each 
AR Entity is represented by a billboard than contains the title, the distance and the image of 

http://arexporter.mklab.iti.gr/index.php/installation































































































































































































